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ABSTRACT 

With advances in energy metering, communication, and analytic software technologies, 
providers of Energy Management and Information Systems (EMIS) are opening new frontiers in 
building energy efficiency. Through their engagement platforms and interfaces, EMIS products 
can enable energy savings through multiple strategies including equipment operational 
improvements and upgrades, and occupant behavioral changes. These products often quantify 
whole-building savings relative to a baseline period using methods that predict energy 
consumption from key parameters such as ambient weather conditions and operation schedule. 
These automated baseline models streamline the M&V process and are of critical importance to 
owners and utility program stakeholders implementing multi-measure energy efficiency 
programs. 

This paper presents the results of a PG&E Emerging Technology program, undertaken to 
advance capabilities in evaluating EMIS products for building-level baseline energy modeling. A 
general methodology to evaluate baseline model performance was developed and used with 
hourly whole-building energy data from nearly 400 small and large commercial buildings. 
Evaluation metrics describing model accuracy were identified and assessed for their 
appropriateness in describing model baseline performance, as well as their usefulness for 
identifying and pre-screening buildings for whole-building savings estimation suitability. The 
state of five public-domain models was assessed using the methodology and test data set, and 
implications for whole building M&V described. Finally a protocol was developed to test EMIS 
vendor’s proprietary models while navigating practical issues concerning test data security, 
vendor intellectual property, and maintaining appropriate testing ‘blinds,’ while processing a 
large data set. Ongoing work entails stakeholder vetting, demonstration of the test procedures 
with new baseline models solicited from the public, and publication of the results for industry 
adoption. 

 

Introduction 

Energy Management and Information Systems (EMIS) span a spectrum of technologies 
and services including energy information systems (EIS), building automation systems, fault 
detection and diagnostics, and monthly energy analysis tools. Tools such as EIS have enabled 
whole-building energy savings of up to 10-20% with simple paybacks on the order of 1-3 years 
(Granderson 2009, 2013) through multiple strategies such as: identification of operational 
efficiency improvement opportunities, fault and energy anomaly detection, and inducement of 
behavioral change among occupants and operations personnel.  



 2 

In addition to enabling operational savings, some EMIS offerings also automate the 
quantification of whole-building energy savings, relative to a baseline period, using empirical 
baseline models that relate energy consumption to key influencing parameters, such as ambient 
weather conditions and building operation schedule (Granderson 2011; Kramer 2013a, 2013b; 
Reddy 1997). Today, the advent of increasingly available interval meter data has enabled the 
development of more robust baseline models than the monthly models that have traditionally 
been used to characterize whole-building energy performance (Haves 2014; Katipamula 1998; 
Walter 2103). These automated baseline models can be used to streamline the whole-building 
measurement and verification (M&V) process. This is important because traditional M&V 
processes using engineering calculations can comprise a significant portion of the total costs of 
efficiency programs, and require a level of engineering expertise that can challenge scalability. 

Although EMIS hold great promise, several questions remain to be answered before 
energy managers and utility programs can confidently adopt their emerging M&V automation 
capabilities (Kramer 2013b). This paper documents research findings that begin to address some 
of these questions, namely:  

1. How can baseline models be objectively evaluated to determine general performance 
robustness for M&V of energy efficiency savings? 

2. What is the state of public domain models, i.e., what is their accuracy, and what are the 
associated implications for automated whole-building measurement and verification? 

3. How can public and proprietary software tools be tested and compared, i.e. what are the 
elements of a testing protocol, and what blinds must be incorporated into the process. 

 
Extending prior research (Granderson 2012, Granderson 2014), we present a statistical 

methodology to evaluate the predictive accuracy of baseline energy models used for automated 
whole-building savings quantification, and apply the methodology to assess the performance of 
industry-standard models commonly used by M&V professionals, and commercial EMIS 
offerings. Lengthy periods of interval meter data from several hundreds of buildings are collated 
to form a ‘test’ data set, and statistical cross-validation is performed to gauge performance 
relative to the M&V-focused metrics and time scales of interest.  This methodology shares 
important similarities to the approaches used in the ASHRAE ‘shootouts’ of the mid and late 
1990s (Haberl 1998; Kreider 1994). In both cases, cross-validation is used to determine model 
error, and in both cases, normalized root mean squared error is included as a performance metric. 
However, the ASHRAE shootouts were limited to data from a total of two buildings, and the 
cross-validation was conducted only for short subsets of the model training period.  

An important feature of the present work is that the methodology can be used to 
objectively assess the predictive accuracy of a model, without needing to know the specific 
algorithm, or underlying form of the model. Therefore, proprietary tools can be evaluated while 
protecting the developer’s commercial intellectual property. The findings of this work can be 
used to (1) inform technology assessments for EMIS and other technologies that deliver 
operational and/or behavioral savings; and (2) set a floor of performance of automated M&V, 
that can be used to set requirements for efficiency programs, including the tradeoffs between 
cost, and accuracy. 
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Baseline Model Performance Assessment Methodology  

Baseline energy use models characterize building load or consumption according to key 
explanatory variables such as time of day, and weather. These baseline models are used for a 
variety of purposes in EMIS, including near real-time energy anomaly detection, and near future 
load forecasting, as well as quantification of energy or demand savings (Granderson 2009, 2011). 
Baseline model accuracy is critical to the accuracy of energy savings that are calculated 
according to the IPMVP. For both whole-building and measure isolation approaches (IPMVP 
Options B and C) the baseline model is created during the “pre-measure” period, before an 
efficiency improvement is made. The baseline model is then projected into the “post-measure” 
period, and energy savings are calculated based on the difference between the projected baseline 
and the actual metered use during the post-measure period (EVO 2012). Therefore, the error in 
reported savings is proportional to the error in the baseline model forecasts.  

General Methodology 

Prior work established a general 4-step statistical procedure that can be used to evaluate 
the performance, i.e. predictive accuracy, of a given baseline model (Granderson 2012). This 
process is described below, and illustrated in Figure 1.  

	
  
1. Gather a large test data set comprised of interval data from hundreds of commercial 

buildings. 
2. Split the test data from each building into two time periods, the “training” period and the 

“prediction” period. These periods can be chosen according to the specific application, or 
use case of interest, e.g., for quantifying energy efficiency savings there is a need to 
predict baseline energy use over many months, so the timescale of interest is on the order 
of several months to one year.  

3. For a given set of baseline models, generate predictions based on the training period data, 
compare those predictions to the data from the prediction period, and compute statistical 
performance metrics based on the comparison. Again, the models of interest, and the 
specific performance metrics can be tailored to according to the specific application or 
use case. 

4. Assess relative and absolute model performance using the performance metrics that were 
computed in Step 3. 
 
The accuracy of model predictions for a system or building depends on the robustness of 

the model, as well as the variability in control, operations, and use of the specific building or 
system. This testing methodology assesses model performance in general, ‘on average’ across 
populations of many buildings; it is not intended to reveal whether a given model will provide 
accurate results for a specific building or project. 

Definition of Specific Parameters   

Building upon this general 4-step process, specific parameters relevant to the whole-
building M&V application were defined, as described in the following.  
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Test data set: Whole-building baseline models can include any number of independent 
variables that are then used to predict building load or energy use. In the most commonly-used 
models, outside air temperature, and day/time information from the interval meter time stamp are 
the only independent variables. Outside air temperature is readily available from building 
location and weather feeds, whereas models that used other independent variables were not 
accessible to the research team.  

The analyses presented used a multi-year data set of interval meter data that was 
randomly selected from mid-size commercial customers across a large utility territory. This 
representative dataset included electricity data from about 400 buildings. We found that sample 
size was large enough to estimate the statistical distribution of baseline model errors for mid-
sized commercial buildings as a whole – in fact, even a random sample of 30 or 40 buildings 
would have been adequate.  

Training and prediction periods: Given the whole-building M&V application case, a 
twelve-month prediction period was deemed of most interest by external stakeholders. This is 
due to the fact that one year is the typical time period used to quantify efficiency project savings 
and payouts, and the fact that one year pre- and post-measure data are recommended in 
ASHRAE Guideline 14 (ASHRAE 2002). Given a desire to shorten the overall M&V process, 
and therefore total project time, we also considered three, six, and twelve-month training periods 
in evaluating model performance. 

 
Figure 1. Illustration of steps two and three in the general methodology to evaluate baseline model 

performance 
 
Performance metrics: For whole-building measurement and verification (M&V) of 

energy efficiency measures, a key metric of performance is the error in the total amount of 
energy used during an evaluation period. The error in total energy use during the prediction, or 
post-measure period, is referred to as the bias. The absolute percent bias error, APBE, is the 
metric used in this work to quantify error in the total energy use predicted by the model. It is 
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defined in Equation 1 where totalE  is the measured energy use, totalÊ  is the model predicted 
energy use and N is the total number of measurements. 

 

APBE = Êtotal −Etotal

Etotal

×100  or APBE =
Êi

i=1
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The second performance metric of interest relates to the ability to predict the total energy 

used for each individual month. This ability is desirable because if a model fits individual 
months well then it may be possible to reduce the duration of either the baseline period or the 
evaluation period. Additionally, if a model generally predicts well for individual months, but a 
few months stand out as being poorly predicted, this can help to locate problems that need 
attention and that might affect the efficacy or assessment of the energy efficiency measure. The 
Mean Absolute Percent Error (MAPE) in the monthly energy predictions is defined in Equation 
2. The MAPE metric is conceptually very similar to the coefficient of variation of the root-mean-
squared error CV(RMSE), which is used in ASHRAE Guideline 14, which is a more common 
metric in the industry. Monthly MAPE and CV(RMSE) were both investigated; we found that 
monthly MAPE proved marginally more useful for discriminating between buildings that have 
less- or more-predictable energy use.  
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Baseline models – Five ‘open-source’ models from the public domain literature were 

evaluated. They include change point models, monthly degree-day models, and hourly regression 
models, and are detailed in the Appendix. These models were selected because they were readily 
accessible, and representative of the current state of common engineering practice, and EMIS 
technologies - not because they are unique, or were deemed to be the best whole-building 
baseline models. They were used as reference cases to establish a ‘benchmark’, or ‘floor’ for the 
accuracy of automated M&V. This performance benchmark can be used to interpret the 
performance of baseline models used in proprietary tools – one would not logically elect to use a 
tool that fares worse than published open source methods. 

Results 

State of Public Domain Models 

Table 1 summarizes the percentiles and mean absolute percent bias error (APBE) for 
each model, using 12-month training and prediction periods. The mean APBE for the public 
domain models was approximately 8.4%, and for half of the buildings in the data set, it was less 
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than 5%. This suggests that for large representative samples and one-year pre- and post- M&V 
conditions, models that exhibit mean APBE much greater than 8% or median biases much 
greater than 5% would not measure up to the public domain models that are currently available, 
and may not be as appropriate for whole-building M&V in general. Of course, those models may 
exhibit much better performance for specific, well-behaved individual buildings, with highly 
predictable loads.  

For the monthly MAPE metric, mean monthly MAPE for the public domain models 
ranged from approximately 16% to 21%, as summarized in Table 2. For half of the buildings in 
the data set, monthly MAPE was often less than 10%. This suggests that for large representative 
samples and one-year pre- and post- M&V conditions, models that exhibit mean MAPE much 
greater than 20% or median MAPE much greater than 10% would not measure up to the 
currently available public domain models. 

Table 1. Percentiles and mean of absolute percent bias error for the 389 buildings in the 
representative data set, for each model; 12-month training period, 12-month prediction period. 

Model  10% 25% 50% 75% 90% Mean 
Mean Week 0.82 2.21 4.82 9.63 19.42 8.40 
Monthly CDD and HDD 0.69 2.09 4.53 10.03 19.38 8.46 
Day, Time, and Temperature 0.69 2.17 4.51 9.26 19.41 8.42 
Day and Change Point 0.73 2.02 4.70 9.22 18.84 8.24 
Time of Week and Temperature 0.82 2.21 4.82 9.63 19.42 8.40 

 
Table 2. Percentiles and mean of monthly mean absolute percent error for the 389 buildings 

in the representative data set, for each model; 12-month training period, 12-month prediction 
period. 

Model 10% 25% 50% 75% 90% Mean 
Mean Week 5.72 8.80 13.80 23.10 38.30 21.51 
Monthly CDD and HDD 4.10 5.40 8.80 16.30 32.64 16.39 
Day, Time, and Temperature 3.19 5.00 8.30 15.57 31.20 15.88 
Day and Change Point 4.22 6.30 10.2 17.90 33.58 17.50 
Time of Week and Temperature 3.20 4.90 8.10 15.50 31.16 15.76 

 

Relative Model Performance 

When considering a 12-month training period and 12-month prediction period there was 
relatively little difference in performance between the five public domain models. The median 
absolute percent bias is between 4.5 - 4.8% for all of the models, and the mean is between 8.3 - 
8.5% (see Table 1). There are a few buildings for which the predictions are extremely poor, with 
errors greater than 75% (in either direction), and these led to the average being much worse than 
the median. For the monthly MAPE metric, the range in relative performance was slightly larger 
than for bias: the medians for the various models range from about 8 - 14%, and the means range 
from about 16 - 22%. Depending on the specific data set and buildings used, the values achieved 
for a given performance metric will differ. The results reported here correspond to a random 
sample of buildings from a large utility territory. When the training period was reduced to 6 
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months, there was not a significant degradation in median error relative to cases in which 12 
months of training data were provided. The exception was the monthly CDD and HDD model, 
which performed worse on average than models that used interval data. When the training period 
was reduced even farther, to only 3 months, errors rose significantly, and the time-of-week-and-
temperature and day-time-and-temperature models consistently outperformed the others. 
Although whole-building M&V guidelines tend to focus on 12-month training and prediction 
periods, there is a desire to shorten the time required for M&V, which motivated the 
investigation of shorter training periods; shorter prediction periods may be used for normalized 
as opposed to avoided energy savings calculations and are also of interest. 

  

Portfolio Aggregation Effects 

The results discussed so far have focused on distributions of errors for collections of 
many individual buildings. However, prediction errors are much smaller when aggregated over a 
collection of buildings that are treated as a group. A portfolio of buildings will usually include 
some in which the prediction is too low and others in which it is too high. Although the 
magnitude of the error will tend to increase as buildings are added to a portfolio, the relative 
error will tend to decrease or remain stable/constant.  

The reduction of errors due to aggregating buildings into a portfolio was explored by 
grouping buildings with similar uses, based on knowledge of the NAICS code for each building 
in the test data set. For example, retail stores and public administration buildings might form 
separate portfolios. In all of these cases the percent bias in the prediction of the portfolio’s 
energy use is less than the mean bias for the individual buildings of that type, because of the 
aggregation effects discussed above. Table 3 shows the aggregation of buildings by NAICS 
code, and that the percent bias for the portfolio is often less than 2%. In contrast, without 
aggregation, the median percent biases by NAICS code was found to range from 2.7 to 7.3. 

Table 3. Percent Bias Error for portfolios based on NAICS code, for the time-of-week-
and-temperature model. 

NAICS code Bldgs Total kWh Predicted 
kWh 

Percent bias 

42 wholesale trade 14 7,844,788 7,696,758 -1.89 
44 retail trade 41 29,935,698 30,370,868 1.45 
45 retail trade 12 7,320,698 7,358,519 0.52 
49 transp./warehousing 10 5,720,874 5,591,634 -2.26 
51 information 15 13,770,148 13,601,572 -1.22 
53 real est. rental/leasing  53 37,462,843 41,062,271 9.61 
61 educational services 42 16,88,7745 17,403,489 3.05 
62 health care/soc. assist. 36 20,238,549 21,001,653 3.77 
71 arts/entertainment/rec 30 7,430,195 7,573,492 1.93 
72 accomod./food services 63 23,302,962 22,971,386 -1.42 
81 other services 32 7,303,410 7,447,883 1.98 
92 public administration 6 5,127,729 5,215,852 1.72 
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Software Testing Protocols  

The evaluation methodology, developed and tested with public domain models, provided 
the basis for a set of software testing protocols, that account for the fact that baseline models are 
often embedded into software packages. Two protocols were written: 1) a prequalifying test 
protocol in which baseline modeling software predictive accuracy may be evaluated for a target 
population of buildings, and 2) a field test protocol, in which accuracy may be evaluated for a 
particular building. These protocols provide flexibility in the evaluation of software performance 
depending on the requirements of the interested parties, and are intended as a starting point for 
further development. Several practical requirements for implementing baseline model 
performance evaluations are addressed by the protocols, including: building a test data set for the 
target building population; protecting intellectual property of vendor’s proprietary models and 
software; maintaining data privacy and security; and assuring software test integrity.  

The protocols address the vendor intellectual property issue by providing two pathways 
to conduct the evaluation – by the vendor providing the test administrator with compiled 
software, or by the test administrator providing the vendor with building data sets to run on their 
software. The protocols prohibit access to building owner information and describe how data 
security may be maintained through the application of ‘masks.’ Appropriate data ‘blinds’ are 
described so that prediction period energy use is not shared with vendors. This focuses the 
evaluation on the quality of model predictions and prevents intervening with software 
predictions. These protocols will be exercised in a product test demonstration with voluntary 
participation from software vendors. This demonstration will provide useful insight about useful 
testing strategies as well as feedback on the performance of selected proprietary models. 

 

Discussion and Conclusions 

This work has demonstrated a general statistical methodology to evaluate both public and 
proprietary baseline model performance. The specific parameters in the general methodology 
were defined for use in applications focused on whole-building measurement and verification for 
efficiency programs. Namely, considerations for building up a test data set, performance metrics 
most relevant to M&V for whole-building energy savings, and training and prediction periods of 
key interest. This work complements and extends prior research efforts such as the ASHRAE 
Shootouts of the 1990s (Haberl 1998; Kreider 1994) and a more recent study conducted by 
Lawrence Berkeley National Laboratory (Granderson 2012).     

State of Public Domain Models, and Implications for M&V 

This work showed that for a 12-month post-measure installation period, use of a six-
month baseline period, i.e., six months of training data, may generate results that are just as 
accurate as those based on a 12-month baseline period. This has important implications, as 
reducing the total length of time required for M&V is key to scaling the deployment of efficiency 
projects in general, and reducing overall costs. Although existing M&V guidelines recommend a 
full 12 months of pre- and post- data, these guidelines were developed when monthly data was 
the standard. Improved baseline models that take advantage of increasingly available interval 
meter data may not require a full 12-months to develop an accurate baseline.  
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The analyses conducted for this study were useful in illustrating the bounds of 
performance accuracy that can be achieved when conducting fully automated whole-building 
measurement and verification. That is, the best performance that can be achieved without the 
oversight of an engineer to identify non-routine adjustments or incorporate knowledge regarding 
changes in building occupancy or operations. With the public domain models that were available 
for investigations, and the representative dataset of hundreds of buildings, this work showed 
median model errors of under 5% and mean errors of less than 9%. When prescreening was 
conducted to intentionally target participants to minimize baseline errors, the median error 
actually increased slightly but the mean error was reduced to under 7%, and most of the least 
predictable buildings were eliminated, for a screening criterion that was satisfied by half of the 
buildings. Using a more restrictive screening criterion, even more of the very poorly predictable 
buildings were eliminated; for the best-performing model, that criterion was satisfied by about a 
quarter of the buildings and the mean error was reduced to under 6.5%, with 90% of the building 
baselines being predicted to within 10%.  

As typically practiced, M&V is not fully automated, but is conducted by an engineer who 
has access to information about building occupancy, internal loads, and operations. They can 
therefore apply their expertise and insights to develop baseline ‘adjustments’ which tailor 
savings calculations to the particular building being evaluated. For example, in this study 20% of 
the buildings in a representative sample exhibited large changes in load that might be 
straightforward for an engineer to identify and account for, but are not easily handled in the 
fully-automated case. Collectively, these results suggest that modern tools, with their automated 
baseline models and savings calculations can at a minimum, provide significant value in 
streamlining the M&V process, providing results that could be quickly reviewed by an engineer 
to determine if further adjustments are necessary. They also suggest that savings can be reliably 
quantified at the whole-building level, using today’s interval data-based models. Depending on 
the level of confidence required, and the precise depth of savings expected, these savings might 
be quantified in a fully automated manner, or with some engineering intervention. 

Whole-building approaches to savings can include multi-measure savings strategies, 
including major system and equipment efficiency upgrades, operational improvements, and 
behavioral programs. This multi-measure approach is expected to yield a higher depth of 
savings, of up to 20% or more. As a point of reference, retro-commissioning (RCx) alone, saves 
on average 16% in commercial buildings (Mills 2009). This work showed that a small sample of 
public domain models demonstrates prediction accuracy within twenty percentage points for 
90% of the cases, and within five percentage points for 50% of the cases. With very simple 
prescreening, accuracy improves by 1-2 percentage points. Note that no such accuracy prediction 
is available for engineering calculations, which are typically provided for single-measures that 
amount to 1 to 10% of whole-building energy use. Whole-building savings estimation should 
therefore be no more risky than engineering calculations. 

When buildings are aggregated into a portfolio, errors tend to cancel out so that the 
percent error in the predicted energy use decreases substantially. Depending on the method of 
creating the portfolio (e.g. at random, or by screening on the goodness of fit during the training 
period, or by selecting buildings of a given business type), the total annual energy use of a 
portfolio of about 40 buildings can usually be predicted within 1.5 – 4% accuracy.  The benefits 
of portfolio aggregation would not impact any individual customer or program participant, but 
are relevant from the perspective of the utility, which may report savings at the aggregated level 



 10 

of many programs, or many buildings. This also has implications for improved confidence 
related to regulatory and evaluation considerations, and increased ability to realize deeper 
savings from multi-measure whole-building focused efficiency programs. 

Future Work 

The analyses in this study made use of freely available public domain reference models to 
determine the general state of some of the whole-building baseline models that are commonly 
used by today’s engineers. This study did not focus on identifying the best whole-building 
baseline models, an exercise that would ideally include a diversity of proprietary as well as 
public models. (Jump 2013) began to establish protocols that integrate the model evaluation 
methodology with the blinds necessary to protect data privacy and the intellectual property 
underlying proprietary baseline models; applying these protocols to the testing of commercial 
tools to validate scalability and practicality is a key next step. 

While this paper focused whole-building applications, the assessment methodology is 
general, and therefore can also be used to evaluate baseline models for applications such as 
continuous energy anomaly detection, demand savings, or system-level isolation approaches to 
M&V. Future work will therefore also focus on defining the most appropriate performance 
metrics, time horizons, and test data sets for this extended set of use cases for baseline models, 
beginning with isolation-based approaches. An important next step involves extensive industry 
engagement to build conceptual awareness and buy-in, and technical vetting. A call will be 
issued to solicit novel and unique baseline models from the public, and these models will be 
tested with the methodology from this paper, evaluated, and published in the public domain to 
facilitate more widespread adoption of M&V methods that promise streamlining through 
automation. Finally, this study focused on the general assessment of M&V baseline model 
performance accuracy across large populations of buildings. It did not delve into the most 
rigorous means of quantifying the uncertainty in reported savings once an actual project has been 
conducted. Such a study would also set the stage to compare the uncertainty in reported savings 
that results from the use of measured approaches, versus those that result from the use of 
engineering calculations. 	
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Appendix  

This appendix details the five whole-building baseline models that were included in this 
study. In the Mean-Week (MW) model, the predictions depend on day and time only. For 
example, the prediction for Tuesday at 3 PM is the average of all of the data for Tuesdays at 3 
PM. Therefore, there is a different load profile for each day of the week, but not, for example, for 
each week in a month or each month in the year.  

The Cooling-Degree-Day and Heating-Degree-Day (CDD-HDD) model represents 
techniques that were originally developed to analyze monthly utility billing data. For each month 
linear regression is performed to predict monthly energy usage as a function of CDD and HDD, 
using base temperatures of 55 F and 65 F, respectively. With m identifying the month, the model 
can be expressed according to Equation A-1 as:   

Em = β0 +βCCDDm +βHHDDm        (A-1) 
 

The Change-Point model implements a six-parameter change-point model with the 
addition of a day-of-the-week effect. Detailed in (ASHRAE 2002; Haberl 2005), 5-parameter 
change-point models include: the slope of the load-vs-temperature line for low temperatures, the 
slope of the line for high temperatures, the change point below which the temperature is low, the 
change point above which it is high, and the average load for temperatures that are neither low 
nor high. In this study, there were enough data to estimate and implement more parameters: (1) 
estimated slope for intermediate temperatures, and (2) at the suggestion of a subject matter 
expert, the change-point model also allowed each day of the week to have a different average 
load in the intermediate-temperature region. 

In the Day-Time-Temperature model the predicted load is a sum of several terms: (1) a 
“day effect” that allows each day of the week to have a different predicted load; (2) an “hour 
effect” that allows each hour of the day to have a different predicted load; (3) an effect of 
temperature that is 0 for temperatures above 50F and is linear in temperature for temperatures 
below 50F; and (4) an effect of temperature that is 0 for temperatures below 65F and is linear in 
temperature for temperatures above 65F. We define the following: i identifies the data point, dayi  
and houri are the day and hour of that data point;  TCi =  0 if the temperature T exceeds 50 and is 
equal to 50 F -T if T < 50 F; TH=0 if T < 65 F and is equal to T-65 F if T > 65 F. With these 
definitions, the Day-Time-Temperature model can be written as: 

Ei = βdayi +βhouri +βCTCi +βHTHi       (A-2) 
 

In the Time-of-Week-and-Temperature model, the predicted load is a sum of two terms: 
(1) a “time of week effect” that allows each time of the week to have a different predicted load 
from the others, and (2) a piecewise-continuous effect of temperature. The temperature effect is 
estimated separately for periods of the day with high and low load, to capture different 
temperature slopes for occupied and unoccupied building modes. The model is described in 
Mathieu et al. (2011), but the determination of “occupied” and “unoccupied” periods is new to 
this project. For each day of the week, the 10th and 90th percentile of the load were calculated; 
call these L10 and L90. The first time of that day at which the load usually exceeds the L10 + 
0.1*(L90-L10) is defined as the start of the “occupied” period for that day of the week, and the 
first time at which it usually falls below that level later in the day is defined as the end of the 
“occupied” period for that day of the week.	
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